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» Collecting labeled training data requires substantial
manual effort. Our goal is to train the CNN using
synthetic data.

» Often hard segmentation decision results in over/under
segmentation due to the domain gap between synthetic
and real data.

6D Pose Estimation Problem

Objective:

» Input: RGB-D scene, CAD models for known
objects in scene.

» Output: Translation (t € R3) and Rotation
(R € SO(3)) for each object.

Popular Pose Estimation Pipeline:
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Prior algorithms like SuperdPCS,

» Use deterministic segments, resulting in
sub-optimal solutions in the above mentioned error
cases.

» Randomly sample set of points on the segment and

T T find congruent sets on the object model. This requires
\ Labeled data \ \ CAD Model \ several iterations to get a high probability of success. R4SV

Proposed Solution Model pre-processing

» We propose to use a stochastic representation of the Model » Point pair features are computed for each pair of n ) n
output from FCN for model registration. Preprocessing points on the object model.
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» A lookup table is generated for each object, that maps feature vectors to a set of
c l pair of points that share the same point pair features.
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Compute
» We combine a global geometric descriptor with the soft Alignment score

» For the sampled base, a set of congruent 4-points
is found on the model.

» Congruency is determined by pair of points sharing

Scene Sampling the same features and intersecting line segments
maintaining affine invariant ratios.

segmentation output of the CNN to propose a fast and
robust optimization process.

stochastic point cloud segment S

» Pointset alignment score is computed for it
» The objective of this step is to sample a set of 4 points B = { b1, bz, b3, bs } each pose hypothesis generated from congruent
on the scene with a high joint probability of these points belonging to the sets.

object O

» We evaluate the accuracy of the pose with W sPCS W V4PCS W stocs
highest pointset alignment score.

» Area under the accuracy-threshold curve
(AUC) is used to evaluate pose success on

the YCB dataset.

Object models
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